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Underwater 
Sea water is favorable to the propagation of acoustic waves but 
there are many limitations:

• Attenuation due to absorption
• Slow propagation speed (1500 m/s vs 300000 km/s for radar)
• Perturbations of propagation by variations in sound speed
• Deformation of the signals transmitted
• Ambient Noise (environment and self-noise)

Variations in the marine environment play a very complex role 
in the transmission of acoustic signals.
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Sea Floor

Sonar Pulse

Range

Amplitude

Example of spherical spreading. Amplitude decreases with range as the power in the wave front 
spreads out spherically.
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Sonar Pulse

Sea Floor
Specular 

Reflection
Backscattering 

Reflection

Best image when incident 
wave is

near grazing angle

Incident Wave Coherent 
Reflectionbackscatter

Ground reflections can be divided into two types: specular and backscatter. The detailed cartoon 
shows that backscattering is a complicated interaction between a rough surface and the acoustic 
wave. The strength of the backscattering echo is a function of grazing angle and surface roughness.
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Sonar Pulse

Sea Floor

Beam Footprint

Blind Zone

Sonar beam pattern changes with range. Initially, the spherical wave hits the bed over a broad 
circular area (defined by the pulse width), as the wave front propagates outward, the beam footprint 
becomes increasingly narrow.
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Hood Canal ORCA Bouy Data (January 21, 
2007)

http://orca.ocean.washington.edu/data_twanoh.html

Sound velocity in the ocean is complicated. Uncertainty in the propagation of sound through the 
water column is one of the largest sources of error in modern surveying.
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International Hydrographic Review  Hughes Clarke 

 
Figure 8: showing the relative yaw alignments of all the different sensors with respect to the ships 

reference frame 

 

More recently, motion sensors that integrate dual GPS antenna heading have appeared 

(Applanix POS/MV; Seatex Seapath). Depending on how the integration is done, altering 

the heading alignment may or may not implicitly alter the alignment of the roll and pitch 

axes.  

 

For some sensor packages, a calibration procedure is established where the alignment of 

the GPS antenna pair with respect to the inertial measurement unit (IMU) axes is 

explicitly solved (POS/MV). In this case when a heading misalignment is entered into the 

IMU software, it rotates the roll and pitch axes with these. Other integrations however are 

looser in that the GPS antenna axis alignment with the ship reference frame is treated as 

separate to the roll and pitch axes Z alignment.  

 

Should roll and pitch be reported about axes that are offset around the Z axes from the 

sensor that one wishes to describe, there are both dynamic and static angular errors are 

introduced.   

Dynamic Angular error 

A misalignment around the Z-axis of the roll and pitch axes will cause cross talk between 

the two axes as described in the following equation: 

 

 13 March 2003 

Hughes Clarke (2003)

Modern survey vessels must coordinate the static and dynamic measurements of GPS, inertial 
reference units, gyrocompasses and the sonar system to exacting tolerances while underway at 
Sea. Latency in the communication networks, problems in time synchronization, and data 
throughput capacities are first-order controls on survey accuracy. 
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Mapping Sonars
Three basic classes of mapping sonar:

• Single-Beam
• inexpensive, insensitive to ocean conditions
• Poor resolution

• Sidescan Sonar
• moderate expense, wide swath, best-possible imagery
• poor navigation, no bathymetry

• Multibeam
• best-possible bathymetry, imagery is improving
• Expensive, narrow swath compared to sidescan 
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Swath Sonar Training 2008

Image derived from theoretical sonar model interacting

with artificial seabed DTM using  “SynSwath”

© J.E. Hughes Clarke, OMG/UNB

Swath Sonar Training 2008

Single-Beam Sounders

Single-beam sonar systems are a valid and traditional approach to sea floor mapping. Though 
ubiquitous, reliable and easy to deploy, these systems are limited by their design to low-resolution 
mapping applications. Most of the sea floor remains uncharted in typical survey designs.
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A simple example illustrates the signal processing technique.  Figure 1 shows acoustic 84 

backscatter along a portion of a typical line surveyed at Possession Point.  A profile of 85 

acoustic backscatter for one ping (450)  is a shown on the right.  The backscatter at ping 86 

450 is low (~-95 dB) and relatively uniform from 1-6.5 m from the transducer.  At ~6.5 87 

m range,  a single sharp, narrow peak in acoustic backscatter occurs. This sharp, narrow 88 

peak is typical of a bare, unvegetated bottom.    The bottom depth (z) is identified as the 89 

point of greatest positive slope associated with the largest peak in backscatter.  90 

 91 

 92 

Figure 1.  A) Acoustic backscatter verses range for a portion of line 59.  93 

Blue line shows the location of ping 450 and B) backscatter versus range 94 

for ping 450 in a region without seagrass.  The classified bottom depth (z) 95 

is shown in dotted red line.    96 

 97 

Eel Grass

Roxann
QTC View

Example of a single-beam sonar profile along a track line. The sea floor is indicated by the dark 
amplitude line dipping steeply offshore. Multiple lines will be needed to make a surface. The fuzzy 
section between ping 0 and ping 400 is sea grass. Interesting density gradients in the water column 
(about 2 m depth) are visible. Single-beam data is not obsolete, but for mapping purposes, it is 
limited to 2-D profiles.
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Swath Sonar Training 2008
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Swath Sonar Training 2008

Image derived from theoretical sonar model interacting

with artificial seabed DTM using  “SynSwath”

Sidescan Sonar

Sidescan sonar can provide very high-resolution sea floor imagery in a wide swath beneath the 
vessel. The wide swath is an advance over single-beam for mapping purposes, traditional sidescan 
is not designed for mapping elevations, only the imagery is available. Also, towed “fish” are difficult 
to precisely navigate, leading to problems geo-referencing the imagery.
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Traditional Sidescan is a Visualization Tool

Klein 5000 (500 
kHz)

The photograph-like quality of high-resolution sidescan imagery is an important tool for interpreting 
sea floor characteristics. However, sidescan imagery is qualitative in nature, similar to a video tape 
of an aircraft flight.
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Bathymetric sidescan is an enhanced sidescan system utilizing multiple receive staves. The extra 
receive staves are used to measure the elevation angle to targets on the sea floor (hundreds per 
ping). This results in a true bathymetric map of the sea floor similar to multi-beam systems.
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Deception Pass (SWATHplus Sidescan)

Example of bathymetric map of Deception Pass, Washington created with an SEA Inc. bathymetric 
sidescan system (234 kHz). 
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Plan-view of bathymetry of northern Skagit Bay, Washington collected with a bathymetric sidescan. 
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Empirical Backscatter 
Normalization

A cross-section map of the mean amplitude strength of the bathymetric sidescan system used by 
the USGS.
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Map of the backscatter strength of Northern Skagit Bay. Light colors indicate stronger returns, dark 
colors indicate weak returns. The backscatter map is used to identify bottom type. In this case, 
strong returns are associated with course sand and gravels, while weak returns are associated with 
silt and mud.
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Swath Sonar Training 2008

Image derived from theoretical sonar model interacting

with artificial seabed DTM using  “SynSwath”

Multibeam Sounders

Multibeam sonar systems use sophisticated transducer arrays and high-speed signal processing to 
produce a large number of steered acoustic beams beneath the vessel. The most expensive and 
complicated of modern mapping systems, multibeams produce excellent, wide-swath bathymetry 
measurements.
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Much of the theory presented in the previous lectures as well as the empirical 

relationships amongst seafloor physical properties discussed in this lecture has been brought 

together in a suite of new tools developed to rapidly generate high-quality backscatter 

mosaics and, at the same time retain all the available information about the angular response 

of the sonar to the seafloor.  These tools, known as Geocoder and Angular Response 

Analysis (ARA) are described in Fonseca, L., L., Mayer, B. Kraft (2005), “Seafloor 

Characterization through the Application of AVO Analysis to Multibeam Sonar Data”,  in 

Boundary Influences in high-frequency, Shallow Water Acoustics , Editor Nicholas Pace and 

Philippe Blondel, University of Bath, UK (attached to this chapter). 

Poor acoustic imagery (compared to sidescan) has been a problem for multibeam systems. State-
of-the-art tools such as Fonseca et al., Geocoder has dramatically improved the imagery. 
Furthermore, it attempts to go beyond imagery to sea bed classification.
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If we make the corrections described in the previous slide we now produce a record that is 

much easier to interpret – however, we still see the change in backscatter across the swath 

(the high backscatter  (white) region near nadir).  To properly correct for the angular 

dependence (as well as the proper ensonified area) we need to also know the local slope 

because this will determine the true angle of ensonification as well as the ensonified area.

Larry Mayer 
(2007)

Before Geocoder, multibeam imagery was poor.
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Now the local slope and angular dependence corrections have been made and the 

improvement in the mosaic is clear.  The angular dependence changes near nadir are gone 

and subtle changes are clear.  Most importantly, material of the same type appears to have 

the same backscatter (we can never be sure).  This image is most suitable for geological or 

habitat interpretation but in removing the angular dependence we have removed the most 

critical information needed for quantitative seafloor characterizaton.

Larry Mayer 
(2007)

After Geocoder, the imagery is quite good.
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The spatial averaging scale of the ARA tool can constrain the analysis as often times there 

can be a sediment type boundary within the spatial averaging patch.  To address this, 

Fonseca has added a new component to the AFA tool – that allows the data to initially be 

segmented into regions of common angular response  (either automatically or manually).  

Once the data is segmented the average angular response for each theme is then calculated 

and the inversion run to estimate the seafloor type.

Angular Response Analysis

The attenuation of acoustic signal strength with range is a function of the sea floor characteristics 
(backscattering property discussed earlier). The hypothesis is that each sea floor type (mud, silt, 
sand, etc) has a unique signature which can be used to classify the sea floor into habitat regions.
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Time to Collect 10 Million Soundings
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Seabeam Classic - 1 month

Simrad EM 1000 - 12 hours

Reson Seabat 9002 - 2 hours

Simrad EM 3000 - 35 minutes
Reson Seabat 8125 - 20 minutes

LADS I & SHOALS - 15 hours

LADS II & SHOALS 1000 - 3 hours

SWATHplus M - 13 minutes

Reson 7125 (Water Column) - 1.5 
minutes

(after Larry Mayer, 2007)

Sonar hardware has always collected data faster than humans can process it. Today, a Reson 7125 
can collect 10 million soundings in less than 2 minutes. Automated computer processing is needed 
to process data at these rates.
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3D editing environments present millions of soundings for editing at once. Intuitive drag-and-drop 
interfaces work similar to drawing programs for editing problems in the data set. Shown above is the 
final surface.
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Shown here are the individual soundings where the operator can remove problem areas from the 
grid
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Calder B. and Mayer, L.A., 2001, Robust Automatic Multibeam Bathymetric Processing, Proceedings of 
the 2001 U.S. Hydrographic Conference, Norfolk, VA. 
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2.5 Overall System 

The overall system diagram for the processing chain is shown in figure 4, with detail of 
the data augmentation scheme in figure 5.  We prefer to operate on datagrams as close as 
possible to those generated by the MBES, since every translation step incurs the risk of 
loosing some of the input data required for the error model. 

Special care must be taken in extracting the estimate grids due to the latency involved 
in the pre-filter queue; users may either extract the current information from the nodes, or 
they may request that the node flush the pre-filter queue into the Kalman filter, and then 
return the updated estimate.  This opens up a non-reversibility in the processing, since a 
data set processed in two halves and flushed in between would not necessarily yield the 
same result as one processed in one run. 

Read, Split &
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Reduce Depths

Geo-Code,
Attitude Tag &

Reduce Depths

Raw
Data

Tide

Corrections

Depth
Assign Errors

In Hor/Ver Plane

Assign Errors

In Hor/Ver Plane Conf.

Interval

Incorporate

Soundings/Error
Into Surface

Incorporate

Soundings/Error
Into Surface

Vessel

Description

Error

Model
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Figure 4:  Overall system data path.  Conventional corrections are applied to the 
raw data before errors are assigned in horizontal and vertical planes, and the data 
are then integrated into the grid of estimation nodes.  A separate process extracts 
current or best estimates of depth and confidence (or uncertainty) as required. 
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Figure 5: Data Augmentation path (per node).  Input depths and errors are used to 
build a propagated uncertainty depending on worst-case distance from the 
observation to the estimation node.  The data with propagated uncertainties are pre-

CUBE: 
Combined Uncertainty Bathymetric 
Estimate

Calder and Mayer 
(2001)

The next level of automation is to “teach” the computer how to identify bad data more effectively. By 
measuring error sources in all equipment aboard the vessel and propagating these errors through 
the system, it is possible to tag each sounding with an uncertainty measurement. “Total propagated 
uncertainty”

26



-22

-20

-18

-16

-14

-12

-10

-8

-6

-4

-2

0

0 50 100 150 200 250 300 350 400 450

D
ep

th
 (

m
)

Samples

Input Data
SHT

MHT/1
MHT/2
MHT/3
MHT/4

Figure 4: Example of Multiple (MHT) and Single (SHT) Hypothesis Tracking in real data with a burst
mode failure; estimates are color coded according to the hypothesis that generated them. Note that the
first hypothesis is not corrupted by noise data, and continues to integrate data points when the noise burst
disappears around sample 380, and that the SHT track fails to estimate any valid depth. Tracking of data in
the sacrificial hypotheses (2-4) representing the noise is significantly different to that of the real data due to
differences in statistical properties of the noise.

available, it is compared to each extant hypothesis in turn using a minimum forecast error argument (sec-
tion A5), and the track to which it is closest is selected for further testing. If the sounding is compatible
with the depth estimate in the sense of pointwise and sequential Bayes factors, and given the prediction
of uncertainty in the data point and track, then it is assimilated into the depth track. Otherwise, it forms
the genesis of a new hypothesis. In this way, we significantly improve the robustness and memory length
of the estimator by checking data for validity before assimilation and allowing the estimator to back-track
to previous estimates if the data starts to change (figure 4). The trade-off is slightly increased complexity,
memory and computational time.

CUBE’s state of knowledge about the data can be summarized through the list of depth hypotheses at
each estimation node. Each hypothesis contains an estimate of the depth, the Bayesian posterior variance of
this estimate, and a count of the number of soundings that have been assimilated into the track. However,
while the extension to multiple hypotheses gives us a significantly more robust estimator, it also introduces
ambiguity about the true depth at any node; given a number of potential depths, how do we determine
which is the correct one? We resolve this issue using one of a number of disambiguation rules, typically
based on a measure of local context (i.e., assuming that the true depth will probably be about the same as
those around it). How to best establish this contextual guide is still an open research question, although
we are currently using either the closest node with only one hypothesis (i.e., no ambiguity), or a (suitably
interpolated) low-resolution estimate of depth (see section A6).

The output of CUBE is thus a set of vectors that represent the algorithm’s best estimate of the true depth
at each estimation node, the posterior variance of the estimate and the number of potential estimates that
exist. A fusion of these outputs is used to inform the user about reliability of the estimates, and problems

6

Text

Multiple Hypothesis Tracking

Calder and Mayer (2001)

Multiple hypothesis tracking is an advanced interpolation algorithm that creates multiple surfaces 
from the input data and attempts to pick the surface that most represents the intended data. In this 
case the blue and red data are correct, while the cyan and yellow data are noise. An old-fashioned 
moving average does not properly track the data because it is slow to adjust upward to the red line 
and because it includes the noise. A more sophisticated program (perhaps with user-interaction) 
would identify the red line as the correct surface. 
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Anomalous data due to mis-resolved
beams in poor survey conditions
(assimilated separately by CUBE)

CUBE Reconstructed Surface

Data at ‘true’ depth

Figure 10: Raw data, with CUBE’s estimated surface. Soundings are represented as cubes, color-coded by
depth (hot colors are shallower) and sized by predicted vertical uncertainty. Note that even in very significant
noise, the surface lock is still maintained.

a collection of point estimates with the surface being implicitly or explicitly constructed from these. How-
ever, as an alternative surface construction algorithm, it has much to recommend it. Rather than applying
ad hoc weightings, the soundings are individually processed according to their estimated uncertainty, taking
account both horizontal and vertical accuracy. The data assimilation model is intuitive, and readily modi-
fied and customized for particular survey conditions; the components of the system are all well separated
and hence may be readily adapted, modified or replaced as required. Finally, with certain limitations, the
algorithm can be used in real-time mode to provide first-pass field quality control and estimates.

In practice, the balance between depth prediction and error propagation may depend on the purpose for
which the data is collected. In a strict hydrographic processing chain we might wish to be more conservative,
shoal biasing all predicted bathymetry, and making the error bounds increase more rapidly. In a geoscience
context, we may try to ensure that small features are correctly represented, even if that means some higher
noise levels elsewhere that will require more interaction to correct. In some contexts, we might need to
consider areas where our zero-order prediction is no longer valid, and hence incorporate some interaction
terms between neighboring estimation nodes to compensate. At present, we specify the propagation terms
a priori with at best a nod to a Bayesian subjective prior argument for their values. This is a small (but
unavoidable) weakness in the algorithm.

We focus on stochastic uncertainty here, rather than any systematic effects (e.g., an incorrect alignment
bias term), holding that systematic effects should be taken care of by normal best practice. Although CUBE

does not account for them, it is a very effective tool for illustrating the effects, since the soundings from
multiple passes with systematic problems will disagree on depth in a manner that is a function of the prob-
lem. If the difference is significant then analysis of the pattern of hypotheses can be used as a diagnostic
tool. This is in keeping with CUBE’s fundamental philosophy of telling the truth about the data, in as much

13

Calder and Mayer 
(2001)

This example shows how multiple hypothesis tracking can be presented to the user in 3D.
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Goals of Sonar 
1.Produce the most realistic 

representation of the sea floor 
possible

2.Processing should be near real-time
3.Maximize the number of products 

produced from a single survey
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